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Abstract—We study user interaction with touchscreens based on swipe gestures for personal authentication. This approach has been analyzed only recently in the last few years in a series of disconnected and limited works. We summarize those recent efforts, and then compare them to three new systems (based on SVM and GMM using selected features from the literature) exploiting independent processing of the swipes according to their orientation. For the analysis, four public databases consisting of touch data obtained from gestures sliding one finger on the screen are used. We first analyze the contents of the databases, observing various behavioral patterns, e.g., horizontal swipes are faster than vertical independently of the device orientation. We then explore both an intra-session scenario where users are enrolled and authenticated within the same day; and an inter-session one, where enrollment and test are performed on different days. The resulting benchmarks and processed data are made public, allowing the reproducibility of the key results obtained based on the provided score files and scripts. In addition to remarkable performance thanks to the proposed orientation-based conditional processing, the results show various new insights into the distinctiveness of swipe interaction, e.g.: some gestures hold more user-discriminative information, data from landscape orientation is more stable, and horizontal gestures are more discriminative in general than vertical ones.

Index Terms—Active authentication, biometrics, smartphone, touchscreen, human computer interaction

I. INTRODUCTION

Nowadays everyone carries sensitive information, such as bank account details, emails or passwords in their smartphones and tablets, which can be easily lost or stolen, resulting in information leaks. In addition, in our society, there is an increasing requirement to reliably authenticate individuals in new applications as, for example, electronic transactions. Traditional single entry point authentication schemes in such mobile scenarios can be improved, as passwords and PIN codes tend to be short and easy to remember, therefore easy to break [1], [2]. Other authentication alternatives such as secret touch patterns are encouraging [3], but have their limitations, e.g., they are vulnerable to attacks [4], while normally interacting with a touchscreen, which results in different patterns of use [7], [10]–[12], [17]. These patterns have been shown to be discriminative, presenting a high inter-class variance which allows users to be recognized with them [7]. However, they also present the problem of having high intra-class variability [11], hence changing within the same user with time [20] or depending on the emotional

Fig. 1: Example of touch gestures for two different subjects, showing in green and black data captured in different days.
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An example of the touch gestures captured for two given subjects over two days can be found in Fig. 1. It can be observed that these gestures are very different between the users, having different length, inclination, etc., thus presenting high inter-user variability. However, the strokes captured also vary significantly within each subject over the two days, for example, changing the area used on the screen for the same task. Nevertheless, it is worth mentioning that the gestures tend to be stable within the same day.

The contributions of this paper are:

- Summary of recent efforts and resources for research in this topic (see Table I).
- Analysis of the contents of four touchscreen biometrics databases, from which we observe various behavioral patterns (e.g., horizontal gestures are in general faster than vertical independently of the device orientation).
- Experiments with statistical and discriminative methods for swipe biometrics, including a novel architecture that independently processes swipes of different orientation (see Fig. 2).
- New knowledge about this biometric technology and in particular about the discriminative power of different types of swipe gestures in various realistic scenarios.

This paper is an extension of [21], where only a statistical system and one database were used, very limited experiments were reported, and the comprehensive summary of related works presented here was lacking.

More in detail, here we analyse three different systems: 1) a discriminative approach using Support Vector Machines (SVM) [7]; 2) a statistical approach, using Gaussian Mixture Models (GMM) adapted from Universal Background Models (UBM) [3], [22]; and 3) a third approach based on the fusion of the previous two [23], [24]. We explore different scenarios over four public benchmark datasets, where enrolment and authentication are performed on the same session and on different sessions, evaluating the performance and limitations in each of the systems. We also study whether combining both sessions’ data reduces the variability within each subject and can improve the results. Additionally, we compare the performance of different types of touch operations (sliding upwards, downwards, leftwards and rightwards), considering which hold more user-relevant information and which are more distinctive for authentication. Resources for reproducing the benchmark results obtained are available online.

TABLE I: Related works in touchscreen biometrics. Intra-session refers to experiments where the user is enrolled and authenticated within the same day, while inter-session relates to authentication in a different day. EER - Equal Error Rate, FAR - False Acceptance Rate, FRR - False Rejection Rate, Acc - Accuracy, FNMR - False Non Match Rate, FMR - False Match Rate. (No authentication experiments in Antal et al. [8], only age/gender estimation) (Only delays and probabilities of false detections in Perera and Patel [9])

<table>
<thead>
<tr>
<th>Study</th>
<th># users</th>
<th># strokes/user</th>
<th># features</th>
<th>Classifiers</th>
<th>Performance (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Frank et al. [7]</td>
<td>41</td>
<td>488</td>
<td>27</td>
<td>SVM, kNN</td>
<td>EER: 2.0-3.0</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Ten different classifiers (best logistic regression, SVM and random forest)</td>
<td>EER: 0.0-4.0</td>
</tr>
<tr>
<td>Serwadda et al. [10]</td>
<td></td>
<td>190</td>
<td>400</td>
<td>SVM</td>
<td>EER: 13.8-36.0</td>
</tr>
<tr>
<td></td>
<td></td>
<td>28</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Xu et al. [11]</td>
<td>32</td>
<td>200 (29 users), 1200 (3 users)</td>
<td>37</td>
<td>SVM</td>
<td>EER: 10.0</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Acc: 70.0-100.0</td>
</tr>
<tr>
<td>Antal et al. [8]</td>
<td>71</td>
<td>3260</td>
<td>15</td>
<td>SVM, random forest, kNN</td>
<td>EER: 4.1-5.9</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>EER: 4.9-14.4</td>
</tr>
<tr>
<td>Zhang et al. [12]</td>
<td></td>
<td>50</td>
<td>27</td>
<td>SVM, sparsity-based classifiers</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mondal et al. [13]</td>
<td></td>
<td>15</td>
<td>15</td>
<td>Artificial Neural Networks, Counter Propagation Artificial, Neural Networks</td>
<td>[7] FNMR: 0.0</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>FMR: 0.08</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Murmuria et al. [14]</td>
<td></td>
<td>73</td>
<td>5</td>
<td>StrOUD</td>
<td>EER: 32.1-46.3</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Kumar et al. [15]</td>
<td></td>
<td>28</td>
<td>175</td>
<td>kNN, random forest</td>
<td>Acc: 88.0-92.0</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mahbub et al. [16]</td>
<td></td>
<td>48</td>
<td>3482</td>
<td>KNN, SVM, GBM, random forest</td>
<td>EER: 22.1-38.0</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Shen et al. [17]</td>
<td>71</td>
<td>2002</td>
<td>22-27</td>
<td>SVM, random forest, kNN, neural networks</td>
<td>FRR: 4.7-10.9</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>FAR: 5.7-13.5</td>
</tr>
<tr>
<td>Sitová et al. [18]</td>
<td></td>
<td>90</td>
<td>22-27</td>
<td>SVM, Scaled Manhattan, Scaled Euclidean</td>
<td>EER: 15.0-16.0</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Kumar et al. [19]</td>
<td></td>
<td>5</td>
<td>80.1-89.6</td>
<td>Elliptic envelope, SVM, Local Outliers Factor, isolation forest</td>
<td>Acc: 80.1-89.6</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Perera et al. [9]</td>
<td></td>
<td>5</td>
<td></td>
<td>Bayesian and MiniMax QCD</td>
<td></td>
</tr>
</tbody>
</table>

1https://atvs.ii.uam.es/atvs/databases.jsp
summarizes related works in swipe biometrics. Section III includes the systems description, the feature vectors evaluated and the approaches followed for authentication. In Section IV we describe the databases. Experimental results are given in Section V, with additional analysis in Section VI. A short note on Active Authentication is then included in Section VII, before concluding in Section VIII.

II. RELATED WORKS

A one-finger touch swipe gesture, or simply a swipe, is considered to be a touch gesture in which the user places one finger on a touchscreen and quickly moves it horizontally or vertically, typically for scrolling purposes. Despite the fact that swipes are not the only touch signals adequate for mobile biometrics (e.g., one may also use fling, press, or pinch signals), most, if not all works in touch biometrics so far, have demonstrated best results using one-finger swipe gestures. We will therefore concentrate in swipe signals, using the terms swipe biometrics and touch biometrics interchangeably in the rest of paper.

Existing literature on swipe biometrics may be categorized in two main groups. The first one uses swipes made on the entry-point, i.e. a secret pattern, to authenticate the subject. Thus, the authentication is not being continuously performed. The second type of approaches explore active authentication methods, where swipes made on the screen during normal interaction with the device are continuously exploited for authentication. Since, as presented in the introduction, the main focus of the article is the use of swipe biometrics for active authentication, in this section we will review existing methods belonging to this type of technology. A summary of previous works in this field is presented in Table I. Other related works comparing image-based features and exploring factors such as experience, gender, and age, have been published, respectively, in [25] and [8].

Frank et al. [7] is one of the first and most comprehensive works using touch data for continuous authentication. They studied 41 subjects who provided data from single touch operations while comparing images and reading texts. Intra and inter-session authentication is studied, obtaining less than 4.0% Equal Error Rate (EER) using Support Vector Machines (SVM) with Radial-Basis Functions (RBF) and k-Nearest-Neighbors (kNN). In addition, it was observed that combining blocks of strokes for authentication results in better performance, conclusion also reached in other works, such as [10] and [17].

In Serwadda et al. [10], a benchmark of the best suited algorithms for active authentication using swipe biometrics was generated using a large dataset with touch data operations, acquired across two different sessions for 190 subjects. Extracting a 28-feature vector, they reported that the best performance, around 15% EER, was obtained using logistic regression, SVM and random forests.

Shen et al. [17] studied SVM, kNNs, neural networks and random forest classifiers for different applications (e.g. document reading or picture viewing), as well as with free tasks. They analysed four types of touch operations (up, down, left and right) and different feature sets were extracted in each of them. They concluded that: 1) swipes with a smaller active area (horizontal gestures) are more stable and discriminative; and 2) better results are obtained with specific tasks (1% EER) than free ones (5% EER) following the same methodology.

In Zhang et al. [12], SVM and dictionaries based on sparse representations were compared for three datasets, two of them public [7], [10], reporting that dictionaries perform slightly better than SVM, with EER ranging from 0.4% to 23.8%.

Mahbub et al. [16] studied touch data authentication over a dataset with a large number of samples per subject obtained with a more realistic application that allowed free interaction. kNN, SVM, random forest and Gradient Boosting Model (GBM) were exploited for authentication, resulting in EER ranging from 22% to 38%.

Additionally, fusion of single touch operations with other biometrics have been studied in Xu et al. [11] (keystroke, swipe, pinch), Kumar et al. [15] (keystroke, swipe, phone movement) and Sitová et al. [18] (hand movement, orientation, grasp, tap, keystroke features). The first one reported accuracies above 90% with SVM, whilst the second obtained 10% EER with kNN and random forest, using only swipe data for authentication. Finally, in the third one they compared the EER obtained while the user was walking and sitting, reporting a 7.16% and 10.05% EER, respectively, when they combined all the mentioned features.

Most of the literature summarized above assume the availability of both genuine and impostor samples for training. However, some applications impose restrictions that make difficult or even impractical the use of impostor samples for training. In order to deal with those cases, researchers have explored the use of one-class classifiers and anomaly detection techniques. Murmuria et al. [14] proposed Strangeness-based Outlier Detection (StrOUd) to monitor the user behavior based on power consumption, touch gestures, and physical movement. Those algorithms demonstrated competitive performance with EER under 7% when sufficient data is available to model each user (only genuine samples). Kumar et al. [19] analyzed three one-class classifiers for continuous authentication including one-class Support Vector Machines, Elliptic Envelop, and Local Outlier Factor algorithms. The results obtained suggested that it is possible to achieve comparable performance only with genuine data compared to using both genuine and impostor data for training. Anomaly detection methods have been also applied for continuous authentication based on touchscreen interaction. Perera and Patel [9] proposed different quick intrusion detection methods for mobile active user authentication. Their results show that it is possible to detect a high percentage of intrusions with a relatively small number of gestures. Similarly, in [13] Mondal and Bours proposed a trust model based on Counter Propagation Artificial Neural Networks.

III. SYSTEMS DESCRIPTION

As mentioned in the introduction, three different systems are studied in the present work: 1) Discriminative: based on a feature set previously used in swipe biometrics and an
SVM classifier (also tested with worse results with an MLP classifier, see Section V-E); 2) Statistical: based on a feature set previously used in signature recognition and a GMM classifier; 3) Multimodal: based on the score level fusion of the previous two. These three systems can all work under enrolment or authentication mode:

**Enrolment.** (See Fig. 2) First, in the pre-processing step short strokes of less than five data points are discarded, because they are likely to come from taps on the screen. Data from landscape and portrait orientations is processed separately. Afterwards, strokes are classified as vertical or horizontal. A stroke is considered vertical if there is a bigger deviation in the $y$ axis than in the $x$ axis. Likewise, if the biggest deviation is in the $x$ axis, the stroke is considered horizontal. Then, a feature vector is extracted for each stroke. Gestures are separated depending on their direction as upwards, downwards, leftwards or rightwards. With this division, it is easier to exploit the potential individualities of each gesture, as each operation is performed differently and has its own characteristic features depending on its direction [17]. A template is obtained for each of the four operations.

**Authentication.** (See Fig. 2) Swipes on the screen are captured while the user interacts normally with the device. If the stroke captured has five or more data points, its direction (up, down, left, right) is estimated. Based on this direction, the corresponding user template is selected. Afterwards, the features of each stroke are extracted and a similarity score is computed comparing it to the selected template. Similarly to previous works [7], [10], [17], we combine 10 consecutive input strokes for authentication by averaging their individual scores. The resulting score is used to decide whether the person interacting with the device is the legitimate user.

We also conducted various tests exchanging feature sets and classifiers, i.e., swipe_features+GMMs and signature_features+SVMs with worse results, therefore we only report the mentioned couplings swipe_features+SVMs and
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TABLE II: Optimal 5-dimensional feature set selected by the SFFS algorithm. Notation similar to [26].

<table>
<thead>
<tr>
<th>Stroke type</th>
<th>Best performing features</th>
</tr>
</thead>
<tbody>
<tr>
<td>Vertical</td>
<td>( \theta ) (finger-down to finger-up), std of ( a_x ), ( (x_{max} - x_{min})/x_{max-range}, \frac{(x_{max} - x_{min})}{x} )</td>
</tr>
<tr>
<td>Horizontal</td>
<td>( \theta ) (finger-down to finger-up), std of ( a_y ), ( (y_{max} - y_{min})/y_{max-range}, \frac{(y_{max} - y_{min})}{y} )</td>
</tr>
</tbody>
</table>

signature_features+GMMs, in architectures similar to the most successful related works.

A. Feature extraction

Two different feature vectors are exploited in this work: one previously used for authentication with touch interaction in [10], and another one adapted from the feature vector presented in [26] for online signature verification. For both feature vectors normalization into (0-1) range is performed using tanh-estimators [27].

1) Swipe feature set: For each of the strokes in the dataset a 28-dimensional feature vector, previously employed in [10], is computed. A velocity vector and an acceleration vector are computed for every pair of adjacent points in a stroke. For these two vectors, as well as for the pressure and area measurements, the mean, the standard deviation, the first quartile, second-quartile and third quartile are calculated.

The eight remaining features are:

- The \( x \) and \( y \) coordinates of the most extreme points in a stroke, that is, the most leftward and rightward in horizontal strokes and the uppermost and bottommost in vertical ones. Each point contributes as two features.
- The distance between start and end-points.
- The angle of the straight line that joins the start and end-point.
- The total duration of the stroke.
- The summation of the distance between every pair of adjacent points.

Similar to [10] we evaluate this feature set with SVMs.

2) Signature feature set: The motivation for the use of this feature set is its distinctiveness both in signature biometrics [26], and in graphical touch passwords [3]. Nevertheless, swipeades made on a screen are much simpler than handwriting or graphical passwords and hence, this feature set needs to be adapted, removing several features from the initial 100 [26] that do not apply to this problem, like pen-ups or number of direction changes. Of the remaining 61 features, we select the best subset using the Sequential Forward Floating Search (SFFS) algorithm [28]. The best features chosen by this algorithm (5 in total) are shown in Table II.

Similar to [26] we evaluate this feature set with GMMs.

B. Classifiers

Two different classifiers are used to compute the similarity scores: discriminative using SVM with RBF kernel [7], [10], [11], [17], and statistical using GMM with Universal Background Model (UBM) adaptation [3], [22], [23]. The fusion of both approaches is also evaluated.

1) Discriminative system: In this case, the objective is to find a boundary in the feature space that separates the legitimate user and the impostors using SVM with RBF-kernel. The regularization parameter \( C \) and the Kernel’s variance \( \sigma^2 \) are chosen heuristically (as later explained in Section V). Similar to previous related works [8], this classifier is coupled with the 28-dimensional feature vector described in Section III-A1. Fig. 2a shows this system’s architecture. For each of the touch operations, a SVM is trained using \( T \) randomly chosen training samples from the legitimate user and \( T \) samples from \( T/10 \) randomly chosen subjects from the impostor population, each contributing with 10 samples. LS-SVM lab Toolbox (Version 1.8) is used for coding.

2) Statistical system: This approach tries to model how the user’s data is distributed. For this purpose, the subject model is derived from an UBM, an “average” user model describing the behaviour across a population. The system architecture can be found in Fig. 2b. The UBM is computed once for all subjects using full covariance matrices and all data from the training set. The legitimate user’s training samples are used for the adaptation, deriving the user’s model. The relevance parameter \( r \) is a trade-off that controls how much information from the current subject is used to adapt the UBM. If it is high, the UBM information will weight more, while if it is low it will be less affected by it. The steps followed to adapt the UBM can be found in [22]. This classifier is coupled with the 5-dimensional feature vector described in Section III-A2, similarly as related works [3], which exploit similar features with GMMs. Matlab’s Statistics Toolbox (Version 8.3) was employed for the GMM-UBM implementation.

Fig. 3 depicts as an example the adaptation from the general UBM model using three GMM components and a relevance factor \( r = 5.5 \). In Fig. 3a the three Gaussian components of the UBM are plotted with their adaptation to the user’s data. Each of the Gaussian components has moved towards the subject data to better represent it. Fig. 3b and 3c show respectively the UBM and its adaptation, obtained by calculating a weighted sum of each of the Gaussian components. The results show how the UBM covers most users’ data, while the specific GMM model for the current user is located over his data at the same time it still covers areas that mostly contain data from other users. Even though there were no data points in the legitimate subject’s training set in these areas, they are more likely to fall there, given the accumulation from other users. Nevertheless, the Gaussian component covering those areas has a smaller weight than in the UBM.

3) Fusion system: The two previous systems are combined, merging their information using score level fusion [29]. A similarity score is obtained in each system, \( s_{SVM} \) and \( s_{GMM} \), and normalized to (0-1) range using tanh estimators, \( \hat{s}_{SVM} \) and \( \hat{s}_{GMM} \) [27]. The final score \( s_{fusion} \) is obtained as the average of the previous two: \( s_{fusion} = (\hat{s}_{SVM} + \hat{s}_{GMM})/2 \).

IV. Evaluation Datasets

A. Servadda database

The public database from [10] is composed of contributions from 190 subjects, students, faculty or staff at Louisiana
must be performed, in general, faster. Therefore, given the same sample frequency, horizontal strokes and 20 for vertical ones. This means that the number of points per stroke is only of about 8 points for per user. It is worth noting that, in both orientations, the active area available does not affect the number of data points. Observations were made downwards, with around 120 strokes per user, and strokes from landscape orientation. The most frequent gestures were ignored. The mean number of strokes per user and the type of data, the mean number of strokes per user and the mean number of points per stroke in each session, and sessions per user (when available). UMDAA-02 is the only with free use of the mobile, the other three datasets are task-specific.

<table>
<thead>
<tr>
<th>Database</th>
<th>#users</th>
<th>#strokes/user</th>
<th>#points/stroke</th>
<th>#sessions/user</th>
</tr>
</thead>
<tbody>
<tr>
<td>Serwadda 190</td>
<td>124</td>
<td>116.8</td>
<td>70.2</td>
<td>8</td>
</tr>
<tr>
<td>Antal 71 users</td>
<td>58</td>
<td>29.1</td>
<td>12.9</td>
<td>13</td>
</tr>
<tr>
<td>UMDAA-02 48</td>
<td>32</td>
<td>15.9</td>
<td>6.0</td>
<td>1.7</td>
</tr>
<tr>
<td></td>
<td>5.0</td>
<td>15.9</td>
<td>6.0</td>
<td>15.0</td>
</tr>
<tr>
<td></td>
<td>34.0</td>
<td>43.7</td>
<td>28.1</td>
<td>8.5</td>
</tr>
</tbody>
</table>

Fig. 3: Example of the UBM model and its adaptation to obtain the user's model. Impostor data is plotted in red, while the legitimate user’s is in green, overlapped with the UBM and the adapted user’s model.

TABLE III: Analysis of Serwadda [10], Frank [7], Antal [8], and UMDAA-02 [16] datasets. Mean and standard deviation (in brackets) of the number of strokes per user, points per stroke in each session, and sessions per user (when available). UMDAA-02 is the only with free use of the mobile, the other three datasets are task-specific.

<table>
<thead>
<tr>
<th>Database</th>
<th>Up</th>
<th>Down</th>
<th>Left</th>
<th>Right</th>
<th>Up</th>
<th>Down</th>
<th>Left</th>
<th>Right</th>
</tr>
</thead>
<tbody>
<tr>
<td>Serwadda 190</td>
<td>124</td>
<td>116.8</td>
<td>70.2</td>
<td>8</td>
<td>80.9</td>
<td>122.3</td>
<td>70.6</td>
<td>75.1</td>
</tr>
<tr>
<td>Antal 71 users</td>
<td>58</td>
<td>29.1</td>
<td>12.9</td>
<td>13</td>
<td>1.7</td>
<td>15.0</td>
<td>14.1</td>
<td>11.9</td>
</tr>
<tr>
<td>UMDAA-02 48</td>
<td>32</td>
<td>15.9</td>
<td>6.0</td>
<td>1.7</td>
<td>8.5</td>
<td>8.4</td>
<td>5.2</td>
<td>10.3</td>
</tr>
</tbody>
</table>

Tech University. Two applications were developed for data collection, running on Android 4.0 and using one device model (Google Nexus S). In these applications, multiple choice questions were asked based on the images/texts one had to browse/read. Free interaction with the device was allowed, permitting both landscape and portrait orientation.

Data was captured over two sessions, at least one day apart, recording the x and y coordinates, the timestamp, the area covered by the finger, the pressure on the screen and the device orientation. Only gestures obtained by swiping one finger on the screen were recorded. Multi-touch gestures, e.g. zooms, were ignored.

For each of the different gestures included in the database, the first row of Table III summarizes: the number of users with that type of data, the mean number of strokes per user and the mean number of points per stroke in each session. It can be observed that most subjects have data for portrait orientation, while only 54 different users out of the 190 subjects have strokes from landscape orientation. The most frequent gestures are those made downwards, with around 120 strokes per user, while the rest have a similar frequency of around 80 strokes per user. It is worth noting that, in both orientations, the number of points per stroke is only of about 8 points for horizontal strokes and 20 for vertical ones. This means that the active area available does not affect the number of data points. Therefore, given the same sample frequency, horizontal strokes must be performed, in general, faster.

B. Frank database

This database is composed of swiping data generated by 41 users over two sessions, one week apart [7]. Two Android applications were deployed for data acquisition, one for comparing images and another for reading texts, allowing the subject to move and interact freely with the screen. Both phone orientations were allowed. Multiple devices (operating on Android 2.3.x) with different sampling frequencies were employed, recording for each data point the x and y coordinates, the timestamp, the area covered by the finger, the pressure, the device orientation and the finger orientation.

The second row of Table III presents a summary of this database. Due to the multiple devices used to capture the database, each with a different sample frequency, the number of points per stroke are not shown in this case. All subjects have data in portrait orientation, with downwards strokes being the most frequently performed and upwards the least. On the other hand, as also happened in the previous database, only a smaller proportion of users have data in landscape orientation, where downwards strokes are the only ones with a significant amount of samples.

A summary of biometric authentication results on this database from [7] appears in Table I. That work implements a direction- and orientation-independent approach, so comparison with our methods developed here is not straightforward.
C. Antal database

In this case, eight different devices were used, including tablets, with varying screen sizes, for 71 users [8]. An application was developed for the acquisition, where subjects had to read texts, which required vertical strokes, and choose their favourite picture, which required horizontal strokes. The data was obtained during 4 weeks (not separated in sessions in the database), where each subject interacted with multiple devices, recording for each data point the same information as in the previous databases and allowing both phone orientations.

This database summary can be found in the third row of Table III. As happened in the Frank database, the analysis of the number of points per stroke is not conducted because each of the devices employed in the acquisition has a different sampling frequency. In this database, the most frequently performed gestures are horizontal, specially rightwards. It should be mentioned that, the same as in Frank database, upwards strokes are the least frequent. A very small number of users swiped the screen in landscape orientation.

As can be seen in Table I, the authors in [8] describe this dataset and report results on age and gender estimation, but not on biometric authentication.

D. UMDAA-02 database

According to [16] this dataset contains samples from 48 volunteers captured using Nexus 5 phones over two months. On the contrary to the other databases, free use of the devices was allowed during these two months, without requiring any concrete task to be performed. Thus, more data from each user is present, divided in sessions from the unlocking of the device until it’s locked again. Each session may include data from several days until the device is locked naturally by the user.

In the last row of Table III a summary of the data present can be found. This summary shows that the most used gestures during the normal use of the phone are downwards. The number of sessions per type of gesture also indicates that the majority of times, portrait orientation is preferred, although most of the users used both orientations.

V. EXPERIMENTS

A. Statistical system configuration

The best performing parameters for the statistical system are tuned following the procedure explained in [21], considering the inter-session scenario (see Section V-D). Serwadda et al. database [10] is employed for this purpose. The optimum parameters change depending on the type of gesture, but in general the best results are obtained using a bigger number of components and samples, and an intermediate value for the relevance factor \( r \), balancing out the weight given to the UBM and user models. The best parameters obtained are \( N = 4 \) GMM components, \( r = 30, 40 \) training samples. Fig. 4 shows an example of the tuning of \( r \) with vertical strokes in portrait orientation. More examples and details about how these parameters were selected can be found in [21].

B. Influence of the number of test swipes

Following the same protocol proposed in [16], we compare the effect of averaging a different number of swipes to obtain the final score. For this experiment, 70% of the data is used for training while 30% is used for testing using downwards swipes from portrait orientation. We carry out this experiment with Serwadda and UMDAA-02 databases.

Fig. 5a and 5b show the results using Serwadda and UMDAA-02 databases, respectively. It can be observed that in both cases the EER improves when increasing the number of averaged swipes, with a small slope. This slope is similar for all methods, with GMM performing the worst. It should also be noted that despite having more training data and less impostors, the performance is much worse on UMDAA-02. For all other experiments the number of swipes averaged is set to 10.
Combined sessions. The data from both sessions is combined. Following the same procedure as with the intra-session scenario, the train set comprises 40 training swipes from the legitimate user, whereas the remaining samples are used for testing.

In the three scenarios presented above, to train the discriminative system, 4 users contributing each with 10 training samples are chosen randomly to compose the impostor population.

1) Servadda database: The performance obtained with this database is shown in Table IV.

Intra-session scenario. For both portrait and landscape orientations the best performance, ranging from 3% to 6% EER, is obtained with the fusion based system, which merges the different information of the strokes exploited by the discriminative and statistical systems. The statistical system performs slightly worse than the discriminative. The results are better for portrait orientation in comparison to landscape. In addition, horizontal strokes outperform vertical ones.

Inter-session scenario. The performance deteriorates in comparison to the intra-session scenario, with the EER raising to around 15%. This is caused by the lack of stability of users behaviour across sessions. However, the fusion based system is better than the other two again, and thus less affected by this variability. As happened before, horizontal gestures outperform vertical ones and, in this case, landscape orientation obtains a better result. It is worth mentioning that upward strokes in both device orientations are the ones whose results degrade more in this scenario. Thus, it can be hypothesized that these gestures are especially unstable.

Combined sessions. In this scenario the data coming from both sessions is combined to form the train and test sets. Thus, the intra-user variability is better represented here in comparison to the inter-session experiment. Yet, the variability is bigger than in the intra-session scenario. As a result, the EER found improves the inter-session scenario, but not the intra-session, with values between the ones found in each of them. Landscape and portrait orientation perform similarly and horizontal strokes obtain the best result. It can be emphasized that upward strokes, which were the worst in the inter-session scenario, present the largest qualitative improvement in comparison.

2) Frank database: Even though both phone orientations were allowed, very few users swiped the screen in landscape orientation, so these data (i.e., landscape) are not employed in the experiments. Table V summarizes the results obtained.

Intra-session scenario. As happened before, the best performing system is the fusion based, with EER around 3%. Vertical strokes perform worse than horizontal ones and the best performing gestures are rightwards.

Inter-session scenario. This scenario results are worse than the ones found in the intra-session. It should be noted that, in the statistical system, rightwards strokes, that performed the best in the intra-session scenario, obtain a much worse 27.8% EER. The most likely cause is that, although they are discriminative and performed differently in each user, they do not remain stable, and thus the model found in the first session is not representative. Additionally, in this scenario, downward
strokes perform better than horizontal and are the ones which deteriorate less.

**Combined sessions.** The best performing system is again the fusion based. The EER improves in comparison to the inter-session scenario and is in a close range to the intra-session, even obtaining a better EER for leftwards strokes. Rightwards strokes, which performed badly in the inter-session scenario using the statistical system, improve significantly, dropping the EER to 8.9%.

The results are better than the ones found with Serwadda et al. database [10], shown in Table IV. In the intra-session scenario, the results are in a similar range, but in the inter-session one they are improved, even though the parameters were fixed for the other database. Combining both sessions, the results improve more and are closer to the intra-session scenario, because this way the real variability is better represented.

3) **Antal database:** As this dataset is not divided in days, the inter-session scenario cannot be evaluated. In the same line as with the Frank database, due to the small number of users, landscape orientation is not evaluated. Likewise, upward strokes in portrait orientation cannot be evaluated, as only four subjects have at least 40 training samples. Table VI depicts the mean EER obtained across all users.

**Intra-session scenario.** The fusion system outperforms the other approaches in this situation. It is worth emphasizing that, despite still performing worse, the statistical system results are closer to the discriminative system’s. This is probably caused by subjects having data more scattered, due to the use of multiple devices, instead of just one, which makes more difficult to separate them from impostors. Contrary to what happened in the previous databases in this scenario, downwards strokes obtain the best result.

4) **UMDAA-02 database:** In this case the sessions are not grouped by days, so it is not possible to study the inter-session scenario (i.e., we cannot be sure that training-testing data come from different days). Similarly to the previous databases, very limited data is available from each user in landscape orientation, reason why it is not evaluated. For the same reason, upward swipes are not used in the intra-session scenario. In Table VII we show the performance obtained with this database.
**Intra-session scenario.** On the contrary to the other databases, the best-performing system is the statistical one. This is probably an indication, due to the longer use of the devices and getting used to them, of a small intra-user variability. Overall, the performance is in similar ranges as in other databases.

**Combined sessions scenario.** This scenario shows a much worse performance than the previous one and than other databases. A likely cause may be that there is bigger variation across sessions, as they span through two months. This is a motivation to not use all previous sessions from a user to train a model, but instead adapt the model only with recent data [20].

**E. Experiments with Neural Networks**

For comparative purposes we also studied the performance using a basic MultiLayer Perceptron Neural Network (MLP) on the Serwadda database in the inter-session scenario, following the same protocol to choose the impostor and genuine samples as with the discriminative system. We first tried as input the same 28 features used in the discriminative approach (Section III-A1) and observed the performance with different number of layers (1 or 2) and hidden units (5 to 30 in steps of 5). We obtained performances around 40% EER, with the best one being two hidden layers with 25 hidden units each (36% EER). This performance is much worse compared to the other systems, which in the worst case were around 20% EER and in the best were close to 11%.

We also used directly as input the \( x \) and \( y \) position coordinates of the touch trajectories and the velocity between each adjacent time sample, after size normalization (linear interpolation) in order to have fixed-length descriptors. The resulting performance is ca. 45% EER with similar MLP architectures as explored before. These results show that more complex architectures are needed for exploiting neural networks in this problem [30], [31].

**VI. ANALYSIS OF THE RESULTS**

**A. Error analysis across users**

The statistical system classifies users modelling their behaviour and how their data is distributed, while the discriminative system only tries to separate the data without taking into account how it is distributed. Despite the fact that the discriminative system presents a slightly better performance than the statistical, one of the most important limitations it presents is not being able to authenticate well users who, although they are stable, have their data very dispersed. Fig. 7 shows the typical behaviour of one of these users, who obtains an EER around 50% in the SVM system, over two sessions. It can be observed that the train and test data are distributed similarly. Therefore, it’s stable, but it has great variability and is not so condensed as other users’ data.

Other example users are shown in Fig. 8. Top of Fig. 8 shows two users with good performance in the GMM system, in scatter plots of the two most discriminant features from Table 5. It can be observed that, for both users, their train and test data are distributed similarly. Nevertheless, one of them has data more dispersed than the other one, which leads us to believe that scattered data do not affect much this system’s performance. On the other hand, in Fig. 8c and 8d we show the GMM model and data for two users who obtain a bad performance. In this case, even though the user model represents correctly the train data, the test data is distributed over other areas. This lack of stability makes the user model for the considered features not representative of the second session, and these subjects result in a bad EER in both SVM and GMM systems.

With the Serwadda et al. database [10], employing the same 40 training samples for both systems, the performance in the inter-session scenario across the 10% worst performing users with SVM system is compared with the performance in the system based on GMM adaptation. Only data from portrait orientation is used in this comparison. Table VIII depicts the results obtained. It can be observed that, while worse than the average for the statistical system, the performance is much better than in the discriminative system. Therefore, the statistical system is capable of better authenticating subjects that cannot be authenticated well with the discriminative system.

Hence, two types of users can be distinguished: those who are modelled better with SVM (well-behaved stable users) and those who are modelled better with GMM (ill-behaved unstable users). As the fusion system uses the information present in both of them, it is capable of representing these two types of users despite their different behaviours, obtaining an overall better performance.

These large differences between users [32] are in line with other behavioural biometrics like handwriting [33], and may be exploited with user-dependent processing techniques [24].

**B. Session scenario analysis**

The best performance is obtained in the intra-session scenario, where subjects are enrolled and authenticated within the same day. This is likely caused by users behaviour remaining stable in the same day and as a result, the variance is smaller than the one found across different days. In this situation, the fusion system always obtained the best results. Therefore, as explained in Section VI-A, the discriminative and statistical systems complement each other well. This was also observed in the inter-session scenario, where the individual systems obtained significantly worse results. The evaluation of the performance when both sessions data is combined and both form the training and test sets, shows that the EER improves, as the variability is smaller than across both sessions separated.

**TABLE VIII:** Comparison of the mean EER found in the inter-session scenario for the 10% worst performing users with SVM in the statistical and discriminative systems.

<table>
<thead>
<tr>
<th>Scenario</th>
<th>SVM</th>
<th>GMM adaptation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Up</td>
<td>37.76</td>
<td>32.76</td>
</tr>
<tr>
<td>Down</td>
<td>56.14</td>
<td>25.93</td>
</tr>
<tr>
<td>Left</td>
<td>41.75</td>
<td>20.01</td>
</tr>
<tr>
<td>Right</td>
<td>33.91</td>
<td>30.15</td>
</tr>
</tbody>
</table>
Fig. 7: Typical behavior in users with an EER around 50% in the SVM system.

Fig. 8: Example of the GMM user model estimated for four different users overlapped with the data used for train (green) and test (black) in the inter-session scenario (i.e., train and test data were acquired in different sessions). (a) and (b) depict two users with good performance, while (c) and (d) depict two users who perform badly.
C. Computational complexity analysis

Despite its worse performance, the statistical system had the least computational cost, needing a smaller number of training swipes. In a real case scenario, where the user’s model has to be obtained as fast as possible to protect the device, the time required to obtain the training swipes for each kind of operation should be, thus, as low as possible. Therefore, reducing the number of swipes to train the model gains importance.

D. Type of swipes analysis

The best performing operations were, in general, the horizontal gestures. Hence, these gestures probably hold more discriminative information and patterns are more distinctive across users. A possible cause is that they are performed more frequently and are more stable as a result. It can be also emphasized that the best EER is found with leftwards strokes in general. In addition, upwards strokes presented a higher lack of stability than other gestures. Considering that in most databases there was a small number of samples from these gestures, the most probable cause is that they are not performed often.

E. Device orientation analysis

Landscape oriented strokes obtained slightly worse results compared to portrait ones in the intra-session scenario. Nevertheless, landscape performance was better in the inter-session situation. This entails that swipes made in landscape orientation tend to be more stable across sessions. One possible cause is that users who swipe on the device in this orientation have developed more stable and consistent habits due to probably swiping almost always employing landscape orientation.

VII. ACTIVE AUTHENTICATION

All previous results followed the same experimental structure: a user model was trained with various swipes, and then authentication was performed at a later stage by comparing the model to one or more swipes at the same time. Authentication error rates were then reported and analyzed using Equal Error Rates. That experimental framework, typically used in most related works (see Table I), represents a typical scenario in which the authentication is conducted at a given time instant. We can refer to these schemes as one-shot authentication.

On the other hand, active authentication schemes consider user authentication in a continuous manner [9]. Typical one-shot authentication (as studied in the present paper) can help in designing and evaluating active authentication schemes, but additional tools and performance measures are also needed to design and evaluate such continuous schemes.

A comprehensive evaluation for active authentication of the datasets is out of the scope of the present paper. However, for completeness, we report a few selected results following the methodology for active authentication developed by Perera and Patel [9]. For evaluating active authentication schemes, they define the Average Detection Delay (AAD) as the number of samples necessary to detect an intruder, while the Probability of False Detection (PFD) represents the percentage of False Detections obtained for such AAD value. A curve PFD-AAD can be obtained by varying the detection threshold applied over the continuous detection score. The detection score is obtained by integrating the individual scores obtained for individual swipes. Several methods for such integration are explored by Perera and Patel [9], of which minimax Quickest Change Detection (QCD) performed best. Minimax QCD computes the detection score for $M$ swipes as:

$$\max\left(\sum_{n=1}^{M} L_n, 0\right), \quad L_n = \frac{f_g(x_n)}{f_i(x_n)}$$

where $f_g$ and $f_i$ are probability density functions of genuine and impostors scores calculated using the training set, and $x_n$ is an individual score, computed as described in previous sections. Fig. 9 shows results of this approach on two of the databases studied.

![Active authentication: Number of test swipes vs Probability of False Detection (PFD)](image)

Serwadda database was captured under more supervised and controlled conditions while UMDAA-02 is a more realistic dataset acquired in the wild. However, the results show similar performances for both databases. The larger number of samples available to model the users of UMDAA-02 helps to reduce the impact of the unsupervised scenario. The results
show that using 9 swipes, it is possible to detect intruders with a 10% False Detection Rate. These performances are encouraging and suggest the potential of swipe biometrics for active authentication of users.

VIII. CONCLUSIONS

This work has studied swipe biometrics employing usual interaction with a touchscreen. We began summarizing key recent related works from which we selected four benchmarks representative of practical applications. Three different systems have been explored, one discriminative using SVM, one statistical using GMM adapted from UBM and a third one based on their fusion. Their performance has been evaluated using the four public databases in three situations: intra-, inter-session and combining two sessions. It has been found that the fusion method is less sensible to intra-user variation and is capable of modelling all users, despite the differences in their behaviour. The experimental results show that an enrolment strategy that incorporates new session’s data can mitigate this variance typical of behavioral biometrics and improve results.

The performance across the different touch operations (up, down, left and right) has been studied, reaching the conclusion that horizontal strokes tend to be more discriminative than vertical ones. In landscape orientation, the performance obtained for the inter-session scenario is better than in portrait orientation. Additionally, various other experiments have been conducted providing insights on the best recognition approaches and their practical results in the four selected realistic benchmarks. Resources for reproducing the benchmark results obtained are available online2.

Future work includes studying the lack of stability of touch data [11] and template update techniques [20], better methods for integrating in time the information provided by individual strokes [1], [24], the use of gestures made with multiple fingers [34], and evaluating possible attacks to these systems [4], [35]. Additionally, touchpad input is also of interest [36], and new learning architectures capable of exploiting this kind of touch signals are encouraging [30], [31].
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